
OpenFabrics Alliance 
Interoperability Logo Group (OFILG) 
May 2014 Logo Event Report 

 

UNH-IOL – 121 Technology Drive, Suite 2 – Durham, NH 03824 – +1-603-862-0090 
OpenFabrics Interoperability Logo Group (OFILG) – ofalab@iol.unh.edu 

Cover Page 
Harry Cropper Date: 31 July 2014 
Intel Corporation Report Revision: 1.1 
1300 S. MoPac Expressway OFED Version:  3.12 
Austin, TX 78746 OS Version: Scientific Linux 6.5 

 
 

Enclosed are the results from OFA Logo testing performed on the following device under test (DUT): 
 

Intel NE020 RNIC  
 
The test suite referenced in this report is available at the UNH-IOL website.  Release 1.50 (2014-May-06) was used. 

 

http://www.iol.unh.edu/ofatestplan 
 

The following table highlights the Mandatory test results required for the OpenFabrics Interoperability Logo for the 
DUT per the Test Plan referenced above and the current OpenFabrics Interoperability Logo Program (OFILP). 

Mandatory Test Summary 
Test Procedures IWG Test Status Result/Notes 

12.1: Ethernet Link Initialization Mandatory PASS 

13.4: TI uDAPL Mandatory PASS 

13.5: TI RDMA Basic Interoperability Mandatory PASS 

13.6: TI RDMA Stress Mandatory PASS 

13.7: TI MPI – Open MPI Mandatory PASS 
 

Summary of all results follows on the second page of this report. 
For specific details regarding issues, please see the corresponding test result. 

 
 
 
 
 
 
 
 
 
 
 

Testing Completed June 9, 2014 

 

Review Completed July 31, 2014 

  
 

Charles Valenza Edward Mossman 
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Result Summary 
The Following table summarizes all results from the event pertinent to this iWARP device class. 
 

Test Procedures IWG Test Status Result/Notes 

12.1: Ethernet Link Initialization Mandatory PASS 

13.1: TI iSER Beta Not Available 

13.2: TI NFS over RDMA Beta Not Supported 

13.4: TI uDAPL Mandatory PASS 

13.5: TI RDMA Basic Interoperability Mandatory PASS 

13.6: TI RDMA Stress Mandatory PASS 

13.7: TI MPI – Open MPI Mandatory PASS 

 
 

Digital Signature Information 
This document was created using an Adobe digital signature.  A digital signature helps to ensure the 
authenticity of the document, but only in this digital format.  For information on how to verify this 

document’s integrity proceed to the following site: 
 

http://www.iol.unh.edu/certifyDoc/ 
 

If the document status still indicates “Validity of author NOT confirmed”, then please contact the UNH-
IOL to confirm the document’s authenticity. To further validate the certificate integrity, Adobe 6.0 or 

later should report the following fingerprint information: 
 

MD5 Fingerprint: 41 1E 00 9F 79 4D 02 EF E6 95 65 57 A4 71 4F 9F 
SHA-1 Fingerprint: 44 51 9E 22 66 59 1A D3 A1 F9 0B EE BD 01 90 80 BE 61 A4 A8 
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Report Revision History 
 v1.0 Initial Release 

 v1.1 Updated NFSoRDMA result to “Not Supported” and vendor address 

 
 

Configuration Files 
Description Attachment 
Scientific Linux 6.5 Configuration File  

 
OFED 3.12 Configuration File  

 

 
 

Result Key 
The following table contains possible results and their meanings: 
 

Result: Description: 
PASS The Device Under Test (DUT) was observed to exhibit conformant behavior. 

PASS with 
Comments 

The DUT was observed to exhibit conformant behavior however an additional 
explanation of the situation is included. 

FAIL The DUT was observed to exhibit non-conformant behavior. 

Qualified PASS  The DUT was observed to exhibit conformant behavior, with the exception of fault(s) 
or defect(s) which were previously known. 

Warning The DUT was observed to exhibit behavior that is not recommended. 

Informative Results are for informative purposes only and are not judged on a pass or fail basis. 

Refer to Comments From the observations, a valid pass or fail could not be determined. An additional 
explanation of the situation is included. 

Not Supported The DUT does not support the technology required to perform this test. 

Not Available Due to testing station limitations or time limitations, the tests could not be performed. 

Borderline The observed values of the specific parameters are valid at one extreme and invalid at 
the other. 

Not Tested Not tested due to the time constraints of the test period. 

 

 
 
 
 
 
 
 
 

 
  


install
lang en_US
keyboard us
network --device eth0 --bootproto dhcp --onboot=on
reboot
firewall --disabled
selinux --disabled
timezone America/New_York
graphical
auth  --useshadow  --passalgo=md5
skipx
logging --level=info
nfs --server=172.16.0.12 --dir=/src/nfsinstall_SL6_5-x86_64
rootpw --iscrypted $1$shaker$9oTD26wlrtFOkdxvPVpZI1
bootloader --location=mbr --append="rhgb quiet"
zerombr
clearpart --all --initlabel
part /boot  --fstype ext4 --size=256
part / --fstype ext4 --size=20000 --grow
part swap --recommended

%packages
@additional-devel
@base
@console-internet
@debugging
@development
@directory-client
@emacs
@hardware-monitoring
@network-file-system-client
@nfs-file-server
@performance
@perl-runtime
@scientific
@system-admin-tools
@tex
expat-devel
ctags-etags
dos2unix
emacs-auctex
emacs-nox
glibc-utils
lm_sensors
lsscsi
nss-pam-ldapd
pam_ldap
openldap-clients
screen
symlinks
unix2dos
sysfsutils
libsysfs
tcl-devel
minicom
sysstat
tk
zlib-devel
glibc-static
libsysfs-devel
libevent-devel
nfs-utils-lib-devel
perl-Net-Telnet
-alsa-lib-devel
-autofs
-b43-fwcutter
-bridge-utils
-cifs-utils
-cpuspeed
-cryptsetup-luks
-cvs
-dmraid
-eject
-evolution-data-server-devel
-fprintd-pam
-gnome-desktop-devel
-gnome-keyring-devel
-gnuplot
-gstreamer-devel
-java-1.6.0-openjdk-devel
-libgnome-devel
-librsvg2-devel
-libselinux-devel
-lvm2
-mdadm
-mtr
-mysql-devel
-nano
-pcmciautils
-postgresql-devel
-pulseaudio-libs-devel
-rcs
-rfkill
-samba-client
-sssd
-sqlite-devel
-subversion
-system-config-firewall-tui
-system-config-network-tui
-units
-vconfig
-virt-what
-wireless-toolsdd
-ypbind
-yum-autoupdate

%post --erroronfail
(
    echo "Creating directories" >> /tmp/post-install-progress.log
    mkdir /opt/srv
    mkdir /opt/src
    mkdir /opt/logs
    mkdir /opt/keys
    echo "    Done" >> /tmp/post-install-progress.log
    echo "Mounting nfs shares:" >> /tmp/post-install-progress.log
    mount 172.16.0.12:/srv /opt/srv/ -o nolock
    mount 172.16.0.12:/src /opt/src/ -o nolock
    mount 172.16.0.12:/logs /opt/logs/ -o nolock
    mount 172.16.0.12:/keys /opt/keys/ -o nolock
    echo "    Done" >> /tmp/post-install-progress.log
    echo "Runninging post install script" >> /tmp/post-install-progress.log
    perl /opt/src/post-install/post-install.pl -o SL6_5 -c ib
    echo "    Done" >> /tmp/post-install-progress.log
) 2>&1 | tee /tmp/post-install-output.log
%end

Glenn
File Attachment
ib-install.ks


compat-rdma=y
compat-rdma-devel=y
libibverbs=y
libibverbs-devel=y
libibverbs-devel-static=y
libibverbs-utils=y
libibverbs-debuginfo=y
libmthca=y
libmthca-devel-static=y
libmthca-debuginfo=y
libmlx4=y
libmlx4-devel=y
libmlx4-debuginfo=y
libmlx5=y
libmlx5-devel=y
libmlx5-debuginfo=y
libcxgb3=y
libcxgb3-devel=y
libcxgb3-debuginfo=y
libcxgb4=y
libcxgb4-devel=y
libcxgb4-debuginfo=y
libnes=y
libnes-devel-static=y
libnes-debuginfo=y
libocrdma=y
libocrdma-devel=y
libocrdma-debuginfo=y
libipathverbs=y
libipathverbs-devel=y
libipathverbs-debuginfo=y
libibcm=y
libibcm-devel=y
libibcm-debuginfo=y
libibumad=y
libibumad-devel=y
libibumad-static=y
libibumad-debuginfo=y
libibmad=y
libibmad-devel=y
libibmad-static=y
libibmad-debuginfo=y
ibsim=y
ibsim-debuginfo=y
ibacm=y
librdmacm=y
librdmacm-utils=y
librdmacm-devel=y
librdmacm-debuginfo=y
opensm=y
opensm-libs=y
opensm-devel=y
opensm-debuginfo=y
opensm-static=y
dapl=y
dapl-devel=y
dapl-devel-static=y
dapl-utils=y
dapl-debuginfo=y
perftest=y
mstflint=y
srptools=y
rds-tools=y
rds-devel=y
ibutils=y
infiniband-diags=y
qperf=y
qperf-debuginfo=y
ofed-docs=y
ofed-scripts=y
infinipath-psm=y
infinipath-psm-devel=y
core=y
mthca=y
mlx4=y
mlx4_en=y
mlx5=y
cxgb3=y
cxgb4=y
nes=y
qib=y
ocrdma=y
ipoib=y
srp=y
nfsrdma=y


Glenn
File Attachment
ofed.conf
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DUT and Test Setup Information 
The IW fabric configuration utilized for all testing is shown below. 

 

Fujitsu Switch
XG2000C

20-port 10Gb/s

1

5

7

9

11

iWarp Addressing

<hostname>-iw.ofa

Ethernet Addressing

<hostname>.ofa

May 2014

iWARP Topology

Intel NE020

CX4 10Gb/s

prometheus

Intel NE020

CX4 10Gb/s

anthe

Intel NE020

CX4 10Gb/s

fenrir

Intel NE020

CX4 10Gb/s

polydeuces

Chelsio T520-CR

SFP+ 10Gb/s

rhea

Chelsio T520-CR

SFP+ 10Gb/s

ganymede

Cisco Switch
WS-C4900X-32

32-port 10Gb/s

1

31

32

 
 
 

DUT Details 

Manufacturer: Intel Firmware Revision: 3.23 

Model: NE020 Hardware 
Revision: 

N/A 

Speed: 10Gb/s Located in Host: anthe, fenrir, polydeuces, prometheus 

Additional Comments / Notes: 
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Mandatory Tests – IW Device Test Results: 
 
12.1: Ethernet Link Initialization 
Test Result PASS 

Result Discussion: 

All devices were shown to link and pass traffic to all other devices in a back-to-back configuration under 
nominal (unstressed) conditions. 

 

Link Partner Chelsio T520-CR Intel NE020 

RNIC: Chelsio T520-CR N/A PASS 

RNIC: Intel NE020 PASS N/A 

 
13.4: TI uDAPL 
Test Result PASS 

Discussion: 

All devices were shown to communicate correctly using the Direct Access Programming Library, by use 
of the Linux dapltest tool. 

 
13.5: TI RDMA Basic Interoperability 
Test Result PASS 

Discussion: 

All devices were shown to correctly exchange core RDMA operations across a simple network path 
under nominal (unstressed) conditions. Each HCA acted as both a client and a server for all tests. 

 
13.6: TI RDMA Stress 
 Switch Load Switch Fan In 
Test Result PASS PASS 

Discussion: 

All switches were seen to properly handle a large load as indicated by the successful completion of 
control communications between two RNICs while other RNICs in the fabric were used to generate 
traffic in order to put a high load on the switch.  

 
13.7: TI MPI – Open MPI 
Test Result PASS 

Discussion: 

Complete heterogeneity; 1 process per system as described in the cluster topology. 
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Beta Tests – IW Device Test Results 
 
13.1: TI iSER 
Test Result Not Available 

Result Discussion: 

There are currently no iSER targets available in the cluster, therefore this test was unable to be 
performed. 

 
13.2: TI NFS over RDMA 
Test Result Not Supported 

Result Discussion: 

The DUT does not currently support mounting and exporting of NFS shares over RDMA. Due to lack of 
support, this test was unable to be performed.  
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