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Enclosed are the results from OFA Logo testing performed on the following devices under test (DUTs): 

Mellanox SX6036 Mellanox SX6025 
Mellanox IS-5030 Mellanox SX6036G 

 
The test suite referenced in this report is available at the UNH-IOL website.  Release 2.05 (2016-06-16) was used. 

  

https://iol.unh.edu/ofatestplan 

 
The following table highlights the Mandatory tests required for the OpenFabrics Interoperability Logo for the 

InfiniBand Switch device class per the Test Plan & the current OpenFabrics Interoperability Logo Program (OFILP). 

Mandatory Test Summary 

Test Procedures IWG Test Status Result/Notes 

11.1: Link Initialization Mandatory PASS 

11.2: Fabric Initialization Mandatory PASS 

11.3: IPoIB Connected Mode Mandatory PASS 

11.4: IPoIB Datagram Mode Mandatory PASS 

11.5: SM Failover and Handover Mandatory PASS 

11.6: SRP Mandatory PASS 

13.2: TI NFS over RDMA Mandatory PASS 

13.4: TI uDAPL Mandatory PASS 

13.5: TI RDMA Basic Interoperability Mandatory PASS 

13.6: TI RDMA Stress Mandatory PASS 

13.7: RSockets Mandatory PASS 

13.8: TI MPI – Open Mandatory PASS 

Summary of all results follows on the second page of this report. 
For Specific details regarding issues, please see the corresponding test result. 
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Result Summary 
The Following table summarizes all results from the event pertinent to this IB device class (InfiniBand Switch). 

Test Procedures IWG Test Status Result/Notes 

11.1: Link Initialization Mandatory PASS 

11.2: Fabric Initialization Mandatory PASS 

11.3: IPoIB Connected Mode Mandatory PASS 

11.4: IPoIB Datagram Mode Mandatory PASS 

11.5: SM Failover and Handover Mandatory PASS 

11.6: SRP Mandatory PASS 

11.7: IB Ethernet Gateway Beta Not Tested 

11.8: IB FibreChannel Gateway Beta Not Tested 

13.1: iSER Beta PASS 

13.2: TI NFS over RDMA Mandatory PASS 

13.4: TI uDAPL Mandatory PASS 

13.5: TI RDMA Basic Interoperability Mandatory PASS 

13.6: TI RDMA Stress Mandatory PASS 

13.7: RSockets Mandatory PASS 

13.8: TI MPI – Open Mandatory PASS 
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Configuration Files 
Description Attachment 

Scientific Linux 7.2 Configuration File  

OFED 3.18-2 Configuration File 
 

http://www.iol.unh.edu/certifyDoc/

#version=RHEL7

# Use network installation
install
url --url="http://mirror.sr.unh.edu/scientific/7.2/x86_64/os/"

# enable EPEL repo from UNH mirror
repo --name=epel --baseurl=http://mirror.sr.unh.edu/epel/7/x86_64/

# Run the Setup Agent on first boot
firstboot --enable

# Keyboard layouts
keyboard --vckeymap=us --xlayouts='us'
# System language
lang en_US.UTF-8

# System timezone
timezone America/New_York --ntpservers=time.unh.edu

firewall --disabled
selinux --disabled

skipx
text
reboot

# Network information
network --bootproto=dhcp --device=link --ipv6=auto --activate

# Root password
rootpw --iscrypted $6$rounds=40000$3L.mE4F.XQqn8WW3$LWPvsIM2tJUsBoZik4cGbnWIemVQs61FRSdSZhfUCmlmuugcKtDAfRSiDtT1oDrf7vJN0qkG4/uRH5lg1Dtoo.

# System bootloader configuration
bootloader --location=mbr --boot-drive=sda

#ignoredisk --only-use=sda

# Partition clearing information
clearpart --all --initlabel --drives=sda
part /boot --fstype ext4 --size=256
part / --fstype ext4 --size=20000 --grow
part swap --recommended

%packages
@core
@development
bash-completion
perl
perl-DBI
perl-DBD-SQLite
perl-Net-Telnet
perl-DBIx-Simple
wget
telnet
epel-release
vim
-NetworkManager
ntpdate
net-tools
-yum-cron

# BEGIN LDAP
openldap-clients
nss-pam-ldapd
sssd
sssd-ldap
pam_ldap
# END LDAP
# BEGIN NFS
rpcbind
nfs-utils
nscd
# END NFS
# OFED PREREQ
tcl
tk
pciutils
glib2-devel
tcl-devel
zlib-devel
glibc-static
kernel-devel
libsysfs-devel
libevent-devel
# END OFED

# TOOLS FOR MARTY!
lsscsi
libaio
sg3_utils
screen

# REPOSITORIES
yum-conf-repos

%end # End packages section

%post --erroronfail
(
  mgmt_ipv4_addr=$(ip route list 172.16.0.0/16 | perl -e 'if (<STDIN> =~ /src (172\.16\.[\d.]+)/) { print "$1\n"; }')
  our_hostname=$(host ${mgmt_ipv4_addr} | perl -e 'if (<STDIN> =~ /domain name pointer ([\w.]+)\.$/) { print "$1\n"; }')
  hostname ${our_hostname}

  mkdir /opt/src
  mount -t nfs -o nfsvers=4,nolock 172.16.0.12:/src /opt/src

  echo "ofa-services,172.16.0.1 ssh-rsa AAAAB3NzaC1yc2EAAAABIwAAAQEA0FZrykjEF+OHq2wCqgx4417+FM/4vRXrEEHs29xXNjMGf0HMSMfdSHOHkRMVAiOQhuvCgIwRK3cpGLYVK2pLHgXU0g5x50Jr4K8PH8Y2XyiErcu+oWEWaES7qLE3ZskWS4MEXtlhOba3ScovPQtZmJn48B5s4mqIOT3RYZUW1YZ5GL3XLLb0oGw92ht+dMwx6eGvyOZJjcmirnG06d6yKRzx8ZwTqB1BhGnmu88QDfb/swJaHzAd1ByILENkLD9LsNfZV/TD8UGbJohK1SoznSeTLIWFK37FI9P+A9479qAjQA0RpZy9sXatc8H09ZnW4bQag6haqobDrCRwrhznuQ==" >>/etc/ssh/ssh_known_hosts
  # yum-conf-epel is installed afterward because yum-conf-repos need to be installed first
  yum -y install ansible yum-conf-epel
  sudo sed -i -e 's|^#\?roles_path.*|roles_path = /opt/ansible/roles|' /etc/ansible/ansible.cfg
  sudo sed -i -e 's|^#\?library.*|library = /opt/ansible/library|' /etc/ansible/ansible.cfg
  ansible-pull --purge -d /opt/ansible -U git://ofa-services/opt/ansible -i inventory/production playbooks/refresh.yml -e "in_post_install=true"
  if [[ $? -ne 0 ]]; then
    read line
  fi

  umount /opt/src
) 2>&1 | tee /var/log/post-install-output.log

%end


soesterreich
File Attachment
ansible.ks


compat-rdma=y
compat-rdma-devel=y
libibverbs=y
libibverbs-devel=y
libibverbs-devel-static=y
libibverbs-utils=y
libibverbs-debuginfo=y
libmthca=y
libmthca-devel-static=y
libmthca-debuginfo=y
libmlx4=y
libmlx4-devel=y
libmlx4-debuginfo=y
libmlx5=y
libmlx5-devel=y
libmlx5-debuginfo=y
libcxgb3=y
libcxgb3-devel=y
libcxgb3-debuginfo=y
libcxgb4=y
libcxgb4-devel=y
libcxgb4-debuginfo=y
libnes=y
libnes-devel-static=y
libnes-debuginfo=y
libocrdma=y
libocrdma-devel=y
libocrdma-debuginfo=y
libibcm=y
libibcm-devel=y
libibcm-debuginfo=y
libibumad=y
libibumad-devel=y
libibumad-static=y
libibumad-debuginfo=y
libibmad=y
libibmad-devel=y
libibmad-static=y
libibmad-debuginfo=y
ibsim=y
ibsim-debuginfo=y
ibacm=y
librdmacm=y
librdmacm-utils=y
librdmacm-devel=y
librdmacm-debuginfo=y
opensm=y
opensm-libs=y
opensm-devel=y
opensm-debuginfo=y
opensm-static=y
dapl=y
dapl-devel=y
dapl-devel-static=y
dapl-utils=y
dapl-debuginfo=y
perftest=y
mstflint=y
libiwpm=y
srptools=y
rds-tools=y
rds-devel=y
ibutils=y
infiniband-diags=y
qperf=y
qperf-debuginfo=y
ofed-docs=y
ofed-scripts=y
libfabric=y
libfabric-devel=y
libfabric-debuginfo=y
fabtests=y
fabtests-debuginfo=y
core=y
mthca=y
mlx4=y
mlx4_en=y
mlx5=y
cxgb3=y
cxgb4=y
nes=y
ocrdma=y
ipoib=y
iser=y
nfsrdma=y
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Result Key 
The following table contains possible results and their meanings: 
 

Result: Description: 
PASS The Device Under Test (DUT) was observed to exhibit conformant behavior. 

PASS with 
Comments 

The DUT was observed to exhibit conformant behavior however an additional 
explanation of the situation is included. 

Qualified PASS The DUT was observed to exhibit conformant behavior, with the exception of fault(s) or 
defect(s) which were previously known. 

FAIL The DUT was observed to exhibit non-conformant behavior. 

Warning The DUT was observed to exhibit behavior that is not recommended. 

Informative Results are for informative purposes only and are not judged on a pass or fail basis. 

Refer to Comments From the observations, a valid pass or fail could not be determined. An additional 
explanation of the situation is included. 

Not Applicable The DUT does not support the technology required to perform this test. 

Not Available Due to testing station limitations or time limitations, the tests could not be performed. 

Borderline The observed values of the specific parameters are valid at one extreme and invalid at 
the other. 

Not Tested Not tested due to the time constraints of the test period. 
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DUT and Test Setup Information 
Figure 1: The IB fabric configuration utilized for any tests requiring a multi-switch configuration is shown below. 
 

 
 

DUT #1 Details 

Manufacturer: Mellanox Firmware Revision: 3.5.1006 

Model: SX6036 Hardware Revision: X2 

Speed: FDR Located in Host: N/A 

Firmware MD5sum: N/A 

Additional Comments / Notes: 

Version summary:   PPC_M460EX 3.4.3002 2015-07-30 20:13:15 ppc 

 

DUT #2 Details 

Manufacturer: Mellanox Firmware Revision: 9.3.8000 

Model: SX6025 Hardware Revision: X2 

Speed: FDR Located in Host: N/A 

Firmware MD5sum: N/A 

Additional Comments / Notes: 
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DUT #3 Details 

Manufacturer: Mellanox Firmware Revision: 1.1.3004 

Model: IS-5030 Hardware Revision: X2 

Speed: QDR Located in Host: N/A 

Firmware MD5sum: N/A 

Additional Comments / Notes: 

Version summary: EFM_PPC_M405EX EFM_1.1.3000 2013-07-08 14:29:44 ppc 

 

DUT #4 Details 

Manufacturer: Mellanox Firmware Revision: 3.5.1006 

Model: SX6036g Hardware Revision: X2 

Speed: FDR Located in Host: N/A 

Firmware MD5sum: N/A 

Additional Comments / Notes: 

Version summary: PPC_M460EX 3.4.1110 2015-03-08 15:10:09 ppc 
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Mandatory Tests – IB Device Test Results: 
 
11.1: Link Initialization 

Results  

Part #1: PASS 

Discussion: 

All links established with the DUT were of the proper link speed and width. 

 
11.2: Fabric Initialization 

Subnet Manager Result 

OpenSM PASS 

Result Discussion: 

All subnet managers used while testing with OFED 3.12-1 were able to correctly configure the selected 
topology. 

 
11.3: IPoIB Connected Mode 

 
11.4: IPoIB Datagram Mode 

 
11.5: SM Failover and Handover 

SM Pairings Result 

OpenSM PASS 

Result Discussion: 

OpenSM was able to properly handle SM priority and state rules. 

 
11.6: SRP 

Subnet Manager Part A Part B Part C 

OpenSM PASS PASS PASS 

Result Discussion: 

IPoIB ping, SFTP, and SCP transactions completed successfully between all HCAs; each HCA acted as 
botha client and a server for all tests 

Subnet Manager Part A Part B Part C 

OpenSM PASS PASS PASS 

Result Discussion: 

IPoIB ping, SFTP, and SCP transactions completed successfully between all HCAs; each HCA acted as both 
a client and a server for all tests. 

Subnet Manager Result 

OpenSM PASS 

Result Discussion: 

SRP communications between all HCAs and all SRP targets succeeded while OpenSM was in control of 
the fabric.  
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13.1: iSER 

 
13.2: TI NFS over RDMA 

 
13.4: TI uDAPL 

 
13.5: TI RDMA Basic Interoperability 

 
13.6: TI RDMA Stress 

 

Subnet Manager Result 

OpenSM PASS 

Result Discussion: 

Core iSER communications between all HCAs and all iSER targets succeeded while OpenSM was in 
control of the fabric. 

Subnet Manager Result 

OpenSM PASS 

Result Discussion: 

All DUT’s were observed to successfully utilize NFS over RDMA. 

Subnet Manager Result 

OpenSM PASS 

Result Discussion: 

All communications using uDAPL were seen to complete successfully as described in the referenced test 
plan; each HCA acted as both a client and a server for all tests. 

Subnet Manager Result 

OpenSM PASS 

Result Discussion: 

All devices were shown to correctly exchange core RDMA operations across a simple network path 
under nominal (unstressed) conditions; each HCA acted as both a client and a server for all tests. 
 

Subnet Manager Result 

OpenSM PASS 

Result Discussion: 

All IB switches were seen to properly handle a large load as indicated by the successful completion of 
control communications between two HCAs while all other HCAs in the fabric were used to generate 
traffic in order to put a high load on the switch. Each HCA acted as both a client and a server for the 
control connection. 
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13.7: TI RSockets 

 
13.8: TI MPI – Open 

 

Subnet Manager Result 

OpenSM PASS 

Result Discussion: 

DUT’s were observed to pass all rsockets procedures.  

Subnet Manager Part A Part B 

OpenSM PASS PASS 

Result Discussion: 

HCAs were capable of running the mpirun binary in accordance to the current test plan between all 
other hosts. 
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